
Why Linear  Time- Inva riant (LTI) Sys tems?  

In engineering, linear-time invariant (LTI) sys tems play a  very important 

role. 
 

Very powerful mathematical tools  have  been developed for analyzing LTI 

sys tems. 

LTI sys tems are  much eas ier to analyze  than sys tems that are  not LTI. In 

practice, sys tems that are  not LTI can be  well approximated us ing LTI 

models. 
 

So, even when dealing with sys tems that are  not LTI, LTI sys tems s till play an 

important role. 
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Section 3.1 
 

 
 
 

Convolution 
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CT Convolution 

The (CT) convolution of the  functions  x and h, denoted x ∗ h, is  defined 

as  the  function 

x ∗ h(t ) =  

 { ∞  
 

 
 

−∞  
x(τ)h(t − τ)dτ. 

The convolution result x ∗ h evaluated at the  point t is  s imply a  weighted 

average  of the  function x, where  the  weighting is  given by h time reversed 

and shifted by t. 

Herein, the  as terisk symbol (i.e., “∗”) will a lways  be  used to denote  

convolution, not multiplication. 
 

As we shall see, convolution is  used extensively in sys tems theory. 
 

In particular, convolution has  a  special s ignificance  in the  context of LTI 

sys tems. 
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Practica l Convolution Computa t ion 

To compute  the  convolution 

x ∗ h(t ) =  
 
 
 

we proceed as  follows: 

 { ∞  
 

 
 

−∞  
x(τ)h(t − τ)dτ, 

1 

5 

• Plot x(τ) and h(t − τ) as  a  function of τ. 

• Initia lly, cons ide r an a rbitra rily la rge  nega tive  va lue  for t . This  will re sult in 

•h(t − τ) be ing shifted ve ry fa r to the  le ft on the  time  

axis . Write  the  ma thematica l express ion for x ∗ h(t ).  

•Increase  t gradua lly until the  express ion for x ∗ h(t) changes  form. 

Record the  inte rva l ove r which the  express ion for x ∗ h(t) was  va lid. 

•Repea t s teps  3 and 4 until t is  an a rbitra rily la rge  pos itive  va lue . This  

corre sponds  to h(t − τ) be ing shifted ve ry fa r to the  right on the  time  axis. 

•The re sults  for the  va rious  inte rva ls  can be  combined in orde r to obta in 

an express ion for x ∗ h(t) for a ll t . 

2 

3 

4 

6 
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Properties  of Convolution 

The convolution operation is  commutative. That is , for any two functions  x 

and h, 
 
 

x ∗ h =  h ∗ x. 
 
 

The convolution operation is  associative.  That is , for any s ignals  x, h1, and 

h 2,  
 
 

(x ∗ h1 ) ∗ h2 =  x ∗ (h1 ∗ h 2).  
 
 

The convolution operation is  distributive with respect to addition.  That is , 

for any s ignals  x, h1, and h 2,  
 
 

x ∗ (h1 +  h2) =  x ∗ h1 +  x ∗ h 2.  
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Representa t ion of S igna ls  Us ing Impulses  

For any function x, 

x(t ) = 
{  ∞ 

−∞  
x(τ)δ(t − τ)dτ =  x ∗ δ(t ).  

Thus, any function x can be  written in terms of an express ion involving δ. 

Moreover, δ is  the  convolutional identity. That is , for any function x, 
 
 

x ∗ δ =  x. 
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Periodic Convolution 
The convolution of two periodic functions  is  usually not well defined. 

This  motivates  an alternative  notion of convolution for periodic s ignals  

known as  periodic convolution. 
 

The per iodic convolution of the  T -periodic functions  x and h, denoted 

x ⊛ h, is  defined as  

x ⊛ h(t ) = 
{  

T 

x(τ)h(t − τ)dτ, 

where  
{

T  denotes  integration over an interval of length T  .  
 

The periodic convolution and (linear) convolution of the  T -periodic 

functions  x and h are  re la ted as  follows: 
 

∞ 

x ⊛ h(t) =  x0 ∗ h(t) where  x(t ) =  ∑ 
k =−∞  

x0(t − kT  )  

(i.e., x0(t) equals  x(t) over a  s ingle  period of x and is  zero elsewhere ).  
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Section 3.2 
 

 
 
 

Convolution and LTI Sys tems  

Version: 2016-01-25 



Impulse  Response  
The response  h of a  sys tem H to the  input δ is  called the  impulse 

response of the  sys tem (i.e., h =  H { δ} ). 

For any LTI sys tem with input x, output y, and impulse  response  h, the  

following rela tionship holds : 
 
 

y =  x ∗ h. 
 

 

In other words, a  LTI sys tem s imply computes a convolution. 

Furthermore, a  LTI sys tem is  completely characterized by its  impulse  

response. 
 

That is , if the  impulse  response  of a  LTI sys tem is  known, we can 

determine  the  response  of the  sys tem to any input. 
 

Since  the  impulse  response  of a  LTI sys tem is  an extremely useful 

quantity, we often want to determine  this  quantity in a  practical setting. 
 

Unfortunately, in practice, the  impulse  response  of a  sys tem cannot be  

determined directly from the  definition of the  impulse  response. 
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Step Response  

The response  s of a  sys tem H to the  input u is  called the  step response of 

the  sys tem (i.e., s =  H { u }).  
 

The impulse  response  h and s tep response  s of a  sys tem are  re la ted as  

h(t) =  
ds(t) 

dt 
. 

Therefore, the  impulse  response  of a  sys tem can be  determined from its  

step response  by differentia tion. 
 

The s tep response  provides  a  practical means  for determining the  impulse  

response  of a  sys tem. 
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Block Diagram Representa t ion of LTI Sys tems  

Often, it is  convenient to represent a  (CT) LTI sys tem in block diagram 

form. 
 

Since  such sys tems are  completely characterized by their impulse  

response, we often label a  sys tem with its  impulse  response. 
 

That is , we represent a  sys tem with input x, output y, and impulse  

response  h, as  shown below. 
 
 

x(t) y(t) 
h(t) 
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Inte rconnection of LTI Sys tems  
The series interconnection of the  LTI sys tems with impulse  responses  h1 

and h2 is  the  LTI sys tem with impulse  response  h =  h1 ∗ h2. That is , we 

have  the  equivalences  shown below. 

h1(t) h2(t) ≡ 
x(t) y(t) x(t) y(t) 

h1 ∗ h2 (t) 

≡ h1 (t) h2(t) h2(t) h1(t) 
y(t) x(t) y(t) x(t) 

The parallel interconnection of the  LTI sys tems with impulse  responses  h1 

and h2  is  a  LTI sys tem with the  impulse  response  h =  h1 +  h2. That is , we 

have  the  equivalence  shown below. 

h1(t) +  h2(t) 
y(t) x(t) 

h1(t) 

h2(t) 

≡ 

+ 

x(t) y(t) 
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Section 3.3 
 

 
 
 

Properties  of LTI Sys tems  
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Memory 
A LTI sys tem with impulse  response  h is  memoryless  if and only if 

h(t) =  0 for a ll t j=  

0. 
That is , a  LTI sys tem is  memoryless  if and only if its  impulse  response  h is  of 

the  form 
 
 

h(t) =  Kδ(t ),  
 
 

where  K is  a  complex constant. 

Consequently, every memoryless  LTI sys tem with input x and output y is  

characterized by an equation of the  form 
 
 

y =  x ∗ (Kδ) =  Kx 
 
 

(i.e., the  sys tem is  an ideal amplifier ).  
 

For a  LTI sys tem, the  memoryless  constraint is  extremely res trictive  (as  

every memoryless  LTI sys tem is  an ideal amplifier ).  
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Causa lity 

A LTI sys tem with impulse  response  h is  causal if and only if 
 
 

h(t) =  0 for a ll t <  0 
 
 

(i.e., h is  a  causal s ignal ).  
 

It is  due  to the  above rela tionship that we call a  s ignal x, sa tis fying 
 
 

x(t) =  0 for a ll t <  0,  
 

 

a  causal s ignal. 
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